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Data Science
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Engineering Method

Domain \ / Math
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Data
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https://www.quora.com/What-is-the-difference-between-Data-Analytics-Data-Analysis-Data-Mining-Data-Science-Machine-Learning-and-Big-Data-1




History of Data Analytics

Analytics » Traditional Analytics
1 O (mid-1950s - 2000)

Analytics IS
2.0 (early 2000s - today)

Analytics

e Data Economy
(future)

3.0




Data Analytics vs Data Analysis

USE OF STATISTICS >

- Bullding &

Maintalning Data Mart

- Data Integration &

Transformation

= Automating MIS
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http://www.blueoceanmi.com/big-data-analytics-overview




Increasing Trend of Data Analytics

Data Analytics Tools Necessary to Gain WA
Business Value

55%

Data analytics —52% 65% IN 2014

Visual dashboards |y gt
. DOWN FROM

et I o
Data MiNiNg o 347 i 50% IN 2014

Data warehoUSing e — 277% -

Dt qualily e 340

e 38%
D Y O N - 20%

- . 37%
P . e 24%,

Master data management e 169, 29%

Descriptive analytics 13»,31 %

_— " I 16%
Prescriptive analytics 1% 16%
= 1,000+ m<1,000

—e—a Q. Which of the following solutions is your organization investing in over the next 12 months to gain business value from its data?

Source: IDG Enterprise Big Data & Analytics 2015

IDGEnterprise  [§0]  (WTEWRD CSO DEMO  InfoWorld  (DWORD  NETWORKNORLD |1?

http://www.forbes.com/sites/louiscolumbus/2015/03/15/data-analytics-dominates-enterprises-spending-plans-for-2015/#5df926dc3eb4 9




Application of Data Analytics: Engineering

Some sectors are positioned for greater gains from
the use of big data

Historical productivity growth in the United States, 2000-08
0y
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1 See appendix for detailed definitions and metrics used for value potential index.
SOURCE: US Bureau of Labor Statistics; McKinsey Global Institute analysis

» High

Conclusion:

» Growth of natural
resources industry
stagnated;

» Big data in natural
resources industry

has great potential.
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Typical Algorithms in Data Analytics

Supervised learning

» Regression: LASSO, Decision tree, PLS, MLR

» Classification: Logistic regression

» Hybrid: Gaussian Process, Neural Network, SVM/SVR
> ...

Unsupervised learning
» Dimension Reduction: PCA

» Clustering: k-means
> ...

Inference
» Maximum Likelihood, Expectation Maximization

» Bayesian Method, Variational Bayesian, Bayesian Network
> ...
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Data Analytics Software Platform and
Toolboxes

Top Analytics, Data Mining, Data
Science softwareused, 2015

0% 10%: 20% 30% 40% 0%

R
RapidMiner
saL

Pythan
Excel
KNIME
Hadoop
Tableau
SAS basze
Spark

http://www.kdnuggets.com/polls/2015/analytics-data-mining-data-science-software-used.html 12




Process Data Analytics(Engineering)
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PCA/PLS/ICA and Applications: P
-Dimensionality Reduction @\ il
. .. . - . o B T T
*Pre-processing for many data mining tasks (Noise Reduction) ”"IL'hJ '; M b tdl x | }
e )-f 'm{ |
ity

*Analyze data and to find patterns
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Robustness — Dealing with Irregular Data

* Modeling the noise: Gaussian distribution vs others
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Multimodality

Operation
mode A

Operation
mode C

Process Pattern

Operation
mode B
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! Nonlinearity — Local Solution

JIT modeling
= Locally weighted modeling
= Relevance-In-Space modeling
= Lazy modeling

Input

Contributed by Sanghong Kim from Kyoto University
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Nonlinearity — Gaussian Process

p(YIX, 1, 02) = j pOIf, X, aDp(fIX, 1) df

Analytical expression of likelihood exists
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Time varying time delays

Multirate sampling with time Varying time-delays:

» Dual rate: fast rate input while slow rate output
 Time delay is varying at every sample
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Errors-In-Variables (EIV)

— Noise-corrupted measurements: Uy , Y
— Additive noise: Ui, Vy
— Unknown noise-free input and output: i, ,V;

Uy, Vi Yk
> PROCESS () S
U | u V
k A k ‘ Yk
'Q ,
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Process Knowledge - Bayes Methods

Queries

lObservations

p(x| y) = PYIOPG 150 px)
| p(Y) |

Posterior (estimation of unknown) Prior (knowledge)

Likelihood (model fit)
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Oil Sands
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* 141,000 square kilometres deposit
* 1.7 trillion barrels of bitumen

» 170 billion barrels recoverable

» second largest oil reserve

1.3 million barrels crude oil per day

BRITISH i
COLUMBIA % | -

@g&‘;

f“ h IE“\’;"\S
nad% .
) : f;v
| F
1' Umled States /‘; :
& NORTH
: MONTANA D50 100 200
Kilometres

Source: http://en.wikipedia.org/wiki/Athabasca_oil_sands
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From Oil Sands to Sweat Crude Oil

1. Mining

2. Crush &

5. Upgrading

Source: http://www.ems.psu.edu/~pisupati/ACSOutreach/Oil_Sands.html 25




Extraction

Feeder / Crusher
|

Shovel / Truck

e _ Oilsands
@ Slurry
‘ ' Preparation

Feed Surge Hydrotransport
to Extraction

[o
Primary Separation
Vessel (PSV)
Bitumen
Froth AT
Froth E——
Treatment
Flotation
k -
) l Thickener

Low Energy
Extraction
Solvent
Thickened Fine Tails
A >

—
Q
Sand Tailings

Solvent
Recovery

! Bitumen
Upgrader -

A

Storage

y
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Source: http://www.ontime.methanetomarkets.org/m2mtool/oilsands.html




1 Bitumen from mining or steam-
assisted gravity drainags (SAGD)
is transported to the plant

2 Atmospheric

distillation uses heat
to separate the B
lightest hydracarbons|| B

such as naﬁljtha

CORER UMIT

Rasidue is further distilled
undear vacuum conditions to
extract cils, The vacuum

rasidue s sent to the coker

4 Delayad coker unit
converts & portion of the
heated vacuum residue
inta cracked gils

ST OFHTHD

HYDROTREATER

cracked ails are
further upgraded

in the hydrotreater.
Sulphur and nitragen
are remaoved to
produce “sweet”
synthetic oil that is
easy to refine

Source: http://www.bantrel.com/markets/downstream.aspx
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Process Data Analytics in Oil Sands
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Shovel/Truck Feeder/Crusher
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PI Database

OPC |
Servers

PCN

Platform

i

Application ’

Individual

Soft Sensor ‘

Individual
Soft Sensor

l Application '
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PCN

PI Database

OPC
Servers

/

*  Only One Platform

Application

*  Multiple OPC
*  Multiple Individual

Individual
Monitor

Platform

Applications

U Rapid Technology
Transfer

O Efficient
Implementation

1 Convenient
Maintenance
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Data Analytics in Image Processing
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Introduction of PSV

MIDDLINGS
$G=1.05-1.2

BITUMEN GRADE:

50 - 60%

6-9% TAILINGS

SG=15-1.6

TAILINGS

Three layers due to
density difference

Froth/Middling
interface level is the
most important
control variable

Image source: http://www.oilsandsmagazine.com/oilsands-primary-extraction-gravity-separation-process-bitumen-production/
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PSYV interface measurements

- Density profiler e

NUCLEAR
INTERFACE
DETECTOR

SIGHT

I t f INLET PiPING
nieriace D/P Cell A

measurements Bitumen Froth

|

MIDDLINGS
FLOW

Middlings
SG=1.05-1.2

DIP CELL

- (Camera

!

Best performance, however, only reliable when the
performance index (PI) is higher than a given constant.

AERATED
BITUMEN FROTH

Tailings
5G=15-1.6

Objective: Improve the camera reading reliability
when the performance index 1s low.

!

Image Analysis

COARSE TAILINGS OR UNDERFLOW

Image source: http://www.oilsandsmagazine.com/oilsands-primary-extraction-gravity-separation-process-bitumen-production/ 34
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Image Captured by Camera

e The image shown on the right 1s
the original image observed by the —
camera.

Original image

100

100% T |
- Pure Oil 00

O1l
300
Mixture —_ 4o
Water
100% Pure Water — 5%
— 800
100 200 300 400 500 600
image (+1 for oil/-1 for water/ 0 for interface) is (600 pixels x 600 pixels)
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Theory of Data Based Image Analysis

* Images can be modeled using Markov random field (MRF).
— Each pixel is considered as a random variable (RV)
— Each random variable (pixel) has a corresponding

Noisy observations

observation (corrupted with noise)

Aim: to recover clean pixels from noisy observations

MRF is employed to perform image segmentation ﬁ

and classification. \/u

Random variables (clean pixels) 37




Principle of MRF Estimation

observation ~<

~
~

Potential of O \

neighbors

Potential of O Q O
Y.

L1l

Energy minimization:

Total energy

= potential of observation

+ potential of neighbors
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Image Segmentation

Original image Segmented image

100 F : - 100 |

200 Image 200 1

——
Segmentation 300

300

400 400

500 500

600
100 200 300 400 500 600 100 200 300 400 500 600

600

39




Pixel Values Profile

Segmented image Averaged horizontal pixel values profile
T T T T T 0 -
100 | . 100 F
200 | O1l: +1 . 200 F
—_—
300 . 300 f
’ 0O OO
400 400 a0 EEOO00000 O O O 000
500 Water: -1 500
600 600 : . L !
100 200 300 400 500 600 -1 -0.5 0 0.5 1
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Mixture Boundary Determination

Averaged horizontal pixel values profile

100 f
200 — Pure O1l
300 |
400 a0 OO0 0000 O O G® 000 00@OWD :}- Mixture
500 — Pure Water
600 : : : ! —

-1 0.5 0 05 1
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Mixture Boundary Indication

Averaged horizontal pixel values profile Original image with mixture boundary

100 F 100

200 | 200
300 | > 300
4000 @O0 0000 O O G® 000 0@ 400
500 500
600 ' : : : 600
. 05 0 0.5 1 100 200 300 400 500 600

Next step: Identify the interface based on the pixel value close to zero

42




Interface Estimation

Averaged horizontal pixel values profile Original image with interface indication

100 | 100
200 200 |
300 | —> 30
R L A i a—— 400
500 500
600 ' ' ' : 600
1 0.5 0 05 1 100 200 300 400 500 600

D/P Cell estimation: 35.04 cm
Image Processing estimation: 35.05 cm

} 0.2%
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Image under Different Condition

100 100
200 200
300 300

400 400

500 500

600
100 200 300 400 500 600 100 200 300 400 500 600

D/P Cell estimation: 35.71 cm ]_ 0.5%

Image Processing estimation: 35.74 cm
b____________________________________________________________________________________________________________________________________________________________|
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Data Synthesizing - Field Applications
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Process & Motivation

[ H

It is very important to correctly control
the Froth/middling interface height to avoid
unwanted consequences:

Middling

» Increasing the possibility of sanding
» Reducing bitumen recovery
» Increasing water content in Froth
increase the processing load on downstream

Tailings

» Causing environmental impact due to increased
bitumen content in tailings

46




Middling

Tailings

There is a camera that reads the interface level

Sight glass

Accurate only if:

» The interface level within
the sight glass

» There is no accumulated materials
on the sight glass

47




Process & Motivation

Profiler

There is a camera that reads the interface level

Sight glass

Middling

Accurate only if:

» The interface level within
the sight glass

Tailings

» There is no accumulated materials
on the sight glass

Therefore, a profiler has been installed to
help in measuring the interface when the
Camera readings are not available

48




#
¥
|
#
|
i
#

¥

The profiler
Two dip pipes assembly

A narrow dip pipe emits
low energy gamma

Another dip pipe holds an
array of gamma detectors

Due to difference in
density, each phase
attenuates the signal by
different amounts

These signals are
transmitted to DSC as
density measurements

49




Objective:

Ensure the availability of interface
level readings that is:

Middling

» Continuous
» Accurate
» Anywhere in the PSV.

Tailings

50




Profiler readings
|&§I ©
]
I'd

Tailings ==5,

60

Temperature |C*) Density |g/cm’|

There is no clear characteristic behavior of profiler data around the interface

o1




Profiler readings

[ — —
Temperature | SEDST51Y%
] -
L"—-—.
'

lg/em?]
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Profiler readings

N . —
Temperature | SEDST51Y%
Temperature __J _—

Sensor 11D

Sensor 1D
Sensor ID
Ia
=3
Sensor 1D
I
=3

22}
=
B SIS
'\
\
n
2}
[=]

There is no clear characteristic behavior of profiler data around the interface. 53
The majority of them move with the interface ‘ Data-based modeling




& data visualisation
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Method/Regression

Profiler readings:  Density & We choose
data-based

modeling technique where:

S— - model is built to predict interface

from profiler (D & T) readings
by learning from the camera as an

accurate reference,
Data- by means of regression between:
X based Y » Profiler data X
Model » Camera readings Y

95




Method/Regression/PLS

We choose:
Profiler readings: ’ Density &
Partial Last Squares regression
(PLS)
A= » Solves the collinearity issues
among the X variables

» Avoids inverting covariance

PL S matrix (XX)~! compared
S< to OLS E=) “RPLS”

suitable for online DCS
Application

» Dimensionality reduction

56




160 180 200

Oft-line model training/Fitting

S7




Method/Regression/PLS

[g/cm’

Density

One hour prediciton/Camera OFF

160 180 200

Oft-line model training/Fitting

Model validation (Prediction)

However, due to variations in process conditions, the off-line model becomes outdated
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Method/Regression/Recursive PLS

» Choose a representative training set (X Y.)

» Calculate the covariance matrices ““offline”
(X'X),
(XTY)O

» Update it online whenever a new sample (x,, Y,) becomes
available
(XTX)t = A(XTX)H + XtTXt

(XTY)t = A(XTY)H + XtT Yi

1>4>0 Forgetting factor

The model will be updated with the most recent profiler & camera data and be used
when the camera data are not available

59




Results

IF at 60 [min]

Using RPLS
Mean Absolut Error 1/N (abs(IF-IF))=0.10311
Standard Deviation (IF-IF) = 7.597
Correlation (IFIF)= 080757

-t b
- F

Training 60[min] prediciton/Camera OFF

Camera ON A
My

=]
=
8=
—_—
a
=
(e}
[}
(5]
bl
e
o
=]
=}
=

; i 0 Middling

Current time Future at 60[min] 9

N Middling| |

190 200 pali] 220 230 240 250 260 270 280 290 R eference . RPLS
Time [min]

The RPLS prediction is able to track the reference when the camera readings are not available 60




Results

PLS helps in dimensionality reduction in X

IF at 60 [min] Density sensors Temperature sensors
1
Using RPLS
Mean Absolut Error 1/N (abs(IF-IF))=0.10311
Standard Deviation (IF-IF) = 7.597
Correlation (IF,JF) = 0.80757

-t b
- F

Training 60[min] prediciton/Camera OFF

Camera ON A
My

Sensor 1D
Sensor 1D

el
S~
o
8=
_—
a
=
a
(]
(5]
bl
e
o
=
=]
—

!

Current time Future at 60[min]

|

0 Middling
. Middling| |

190 200 210 220 230 240 250 260 270 280 290 30Reference  RPLS
Time [min] Density |g/em?] Temperature [C”|

The RPLS algorithm allows to select the input variables that have the highest “importance” 61
4 Reduce dimensionality




Results

100
g5
2 80 -
2
Q
[}
g 40 -
:O 20 Density sensors selection |
. LU

0
1 10 20 30 40 50 60 70 78
sensor 1D

100
g
2 80 -
2
-g 60 .
<]
g 40 n
; 20 Temperature sensors selection n

0 ULV L | ‘ ‘ | ‘
1 10 20 30 40 50 60 70 78
sensor ID

The RPLS aliorithm allows to select the input variables that have the highest “importance”

Reduce dimensionality
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Results

100

90

rers 2 minutes prediction

|- — ~ - 1
- Corr=0.8 = 7
| — 1 L | 1 | 1 L 1 L |
0 10 20 30 40 50 60 70 80 90 100
Yret
rers 20 minutes prediction
~ - |
Corr=0.67 -

P ~ -
| ~ |
I - Il I. 1 il 1 il 1 Il 1 |
0 10 20 30 40 50 60 70 80 90 100

ref

100

90

100

©
S

reis 10 minutes prediction

- Corr=0.73

- 4

- Corr=0.65

80 90 100

ref

rers 60 minutes prediction

50 60 70 80 920 100
Yret

Closer we are to the current (update) time, better the interface prediction performance is
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Analytics Toolboxes in Progress
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Soft Sensor Analytics

Resample, outlier detection, rearrange, normalize, detrend....

OLS, LASSO, RR, PCA, PLS, nonlinear regression....

O

MATLAB, Unscrambler....

65




Soft Sensor Analytics

Costly ]

MATLAB, Unscrambler....
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Process Diagnosis Analytics - Toolbox

Setting a control limit

Advanced algorithms Detection

Abnormal Learning the

Trouble Character

. Event L category and
shooting 1zation characteristics of
Management Fault

Diagnosis

Finding the source of fault

67




Process Diagnosis Analytics - Toolbox

__Te| . =

-
n Main

File  Causal Analytics  Oscillation Diagnostics o

Process Diagnostic Analytics

Limited Trial Version

Developed by:

Computer Process Control Group
Department of Chemical and Materials Engineering

« Causal Analytics: Extracts causality relations among the variables from data
* Oscillation Diagnostics: Detects and characterizes oscillatory type of faults
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Conclusion

Data analytics 1s an emerging area of research and applications

Great potential, demands and opportunities

Applicable in every sector

Opportunity for everyone
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